**Q: How AI Software Development life cycle differs from traditional software development**

Ans: Explanation of AI Software Development life cycle and traditional software development cycle

**Q: When people say that artificial intelligence (AI) and machine learning (ML) requires good data, what does that mean?**

**OR**

**“When the data is high-quality, scientists spend time working on the business problem and decision making, not tweaking data.” What are the attributes of a high-quality data?**

**Ans:**

Good quality data is fit for its purpose. Data quality has many dimensions:

·**Completeness:** The data has the expected comprehensiveness. For example, when someone gathers phone numbers, we expect it will include the area code.

·**Consistency:** All systems across the data ecosystem contain the same information

·**Accuracy:** How accurately does the data reflect the event in question or the real-world object?

·**Timeliness:** Is the data available when required. For instance, real-time clickstream data can demonstrate where in the buying process, customers are facing challenges and motivate them to continue through the purchase path.

·**Validity:** It conforms to the structure of its definition

·**Uniqueness:** Each data entry is one of its kind

**Q: How Big data is different from the data stored in traditional databases? Elaborate**

**Ans:** Big Data is different from traditional databases because of the following characteristics:

**1. Volume:**

* The name ‘Big Data’ itself is related to a size which is enormous.
* Volume is a huge amount of data.
* To determine the value of data, size of data plays a very crucial role. If the volume of data is very large then it is actually considered as a ‘Big Data’. This means whether a particular data can actually be considered as a Big Data or not, is dependent upon the volume of data.
* Hence while dealing with Big Data it is necessary to consider a characteristic ‘Volume’.
* *Example:* In the year 2016, the estimated global mobile traffic was 6.2 Exabytes(6.2 billion GB) per month. Also, by the year 2020 we will have almost 40000 ExaBytes of data.

**2. Velocity:**

* Velocity refers to the high speed of accumulation of data.
* In Big Data velocity data flows in from sources like machines, networks, social media, mobile phones etc.
* There is a massive and continuous flow of data. This determines the potential of data that how fast the data is generated and processed to meet the demands.
* Sampling data can help in dealing with the issue like ‘velocity’.
* *Example:* There are more than 3.5 billion searches per day are made on Google. Also, FaceBook users are increasing by 22%(Approx.) year by year.

**3. Variety:**

* It refers to nature of data that is structured, semi-structured and unstructured data.
* It also refers to heterogeneous sources.
* Variety is basically the arrival of data from new sources that are both inside and outside of an enterprise. It can be structured, semi-structured and unstructured.

**4. Veracity:**

* It refers to inconsistencies and uncertainty in data, that is data which is available can sometimes get messy and quality and accuracy are difficult to control.
* Big Data is also variable because of the multitude of data dimensions resulting from multiple disparate data types and sources.
* *Example:* Data in bulk could create confusion whereas less amount of data could convey half or Incomplete Information.

**5. Value:**

* After having the 4 V’s into account there comes one more V which stands for Value!. The bulk of Data having no Value is of no good to the company, unless you turn it into something useful.
* Data in itself is of no use or importance but it needs to be converted into something valuable to extract Information. Hence, you can state that Value! is the most important V of all the 5V’s.

**Q: What are the challenges associated with Machine Learning?**

**Source:** [**https://www.javatpoint.com/issues-in-machine-learning**](https://www.javatpoint.com/issues-in-machine-learning)

Although machine learning is being used in every industry and helps organizations make more informed and data-driven choices that are more effective than classical methodologies, it still has so many problems that cannot be ignored. Here are some common issues in Machine Learning that professionals face to inculcate ML skills and create an application from scratch.

### **1. Inadequate Training Data and Poor quality of data**

The major issue that comes while using machine learning algorithms is the lack of quality as well as quantity of data. Although data plays a vital role in the processing of machine learning algorithms, many data scientists claim that inadequate data, inaccurate data, noisy data, and unclean data are extremely exhausting the machine learning algorithms. This leads to less accuracy in classification and low-quality results. Hence, data quality can also be considered as a major common problem while processing machine learning algorithms.

### **2. Non-representative training data**

To make sure our training model is generalized well or not, we have to ensure that sample training data must be representative of new cases that we need to generalize. The training data must cover all cases that are already occurred as well as occurring.

### **3. Overfitting**

Overfitting is one of the most common issues faced by Machine Learning engineers and data scientists. Whenever a machine learning model is trained with a huge amount of data, it starts capturing noise and inaccurate data into the training data set. It negatively affects the performance of the model. The main reason behind overfitting is using non-linear methods used in machine learning algorithms as they build non-realistic data models.

**4. Underfitting:**

Underfitting is just the opposite of overfitting. Whenever a machine learning model is trained with fewer amounts of data, and as a result, it provides incomplete and inaccurate data and destroys the accuracy of the machine learning model.

### **5. Monitoring and maintenance**

As we know that generalized output data is mandatory for any machine learning model; hence, regular monitoring and maintenance become compulsory for the same. Different results for different actions require data change; hence editing of codes as well as resources for monitoring them also become necessary.

### **6. Getting bad recommendations**

A machine learning model operates under a specific context which results in bad recommendations and concept drift in the model. It generally occurs when new data is introduced or interpretation of data changes. However, we can overcome this by regularly updating and monitoring data according to the expectations.

### **7. Lack of skilled resources**

Although Machine Learning and Artificial Intelligence are continuously growing in the market, still these industries are fresher in comparison to others. The absence of skilled resources in the form of manpower is also an issue. Hence, we need manpower having in-depth knowledge of mathematics, science, and technologies for developing and managing scientific substances for machine learning.

### **8. Process Complexity of Machine Learning**

The machine learning process is very complex, which is also another major issue faced by machine learning engineers and data scientists. However, Machine Learning and Artificial Intelligence are very new technologies but are still in an experimental phase and continuously being changing over time. There is the majority of hits and trial experiments; hence the probability of error is higher than expected.

### **9. Data Bias**

Data Biasing is also found a big challenge in Machine Learning. These errors exist when certain elements of the dataset are heavily weighted or need more importance than others. Biased data leads to inaccurate results, skewed outcomes, and other analytical errors. However, we can resolve this error by determining where data is actually biased in the dataset.

### **10. Lack of Explainability**

This basically means the outputs cannot be easily comprehended as it is programmed in specific ways to deliver for certain conditions. Hence, a lack of explainability is also found in machine learning algorithms which reduce the credibility of the algorithms.

**Q: What is the difference between Supervised and unsupervised machine learning? Explain with examples**

**Q:** **You are working on an NLP model. So, you are dealing with words and sentences, not numbers. Your problem is to categorize these words and make sense of them. Your manager told you that you have to use embeddings.**

**Which of the following techniques are not related to embeddings? Explain the other terms related to embedding.**

**A. Count Vector**

**B. TF-IDF Vector**

**C. Co-Variance Matrix**

**Ans:** Covariance matrix is not an embedding technique. Covariance matrices are square matrices with the covariance between each pair of elements. It measures how much the change of one with respect to another is related.

**Other two are embedding techniques:**

**Count Vector**

* It is one of the simplest ways of doing text vectorization.
* It creates a document term matrix, which is a set of dummy variables that indicates if a particular word appears in the document.
* Count vectorizer will fit and learn the word vocabulary and try to create a document term matrix in which the individual cells denote the frequency of that word in a particular document, which is also known as term frequency, and the columns are dedicated to each word in the corpus.

**Example:**

**Document-1:** He is a smart boy. She is also smart.

**Document-2:** Chirag is a smart person.

The dictionary created contains the list of unique tokens(words) present in the corpus

**Unique Words:** [‘He’, ’She’, ’smart’, ’boy’, ’Chirag’, ’person’] Here, D=2, N=6

So, the count matrix M of size 2 X 6 will be represented as –

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **He** | **She** | **smart** | **boy** | **Chirag** | **person** |
| **D1** | **1** | **1** | **2** | **1** | **0** | **0** |
| **D2** | **0** | **0** | **1** | **0** | **1** | **1** |

**TF-IDF**

Term frequency denotes the frequency of a word in a document. For a specified word, it is defined as the ratio of the number of times a word appears in a document to the total number of words in the document.

![](data:image/png;base64,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)

Inverse document frequency looks at how common (or uncommon) a word is amongst the corpus. It measures the importance of the word in the corpus.

Document Frequency tells us about the proportion of documents that contain a certain word. IDF is the reciprocal of the Document Frequency.

The intuition behind using IDF is that the more common a word is across all documents, the lesser its importance is for the current document. A logarithm is taken to dampen the effect of (normalize) IDF in the final calculation.

The final TF-IDF score comes out to be:

**Q: You are a junior Data Scientist and are working on a deep neural network model to optimize the level of customer satisfaction for after-sales services with the goal of creating greater client loyalty. You are struggling with your model (learning rates, hidden layers and nodes selection) for optimizing processing and to let it converge in the fastest way. What is this problem called in ML language? Explain**

**Answer: Hyperparameter Tuning**

* Hyperparameters are configuration variables that influence the training process itself: Learning rate, hidden layers number, number of epochs, regularization, batch size are all examples of hyperparameters.
* Explanation

**Q: Imagine, you are working with a microblogging website and you want to develop a machine learning algorithm which predicts the number of views on the articles.**

**Your analysis is based on features like author name, number of articles written by the same author in past and a few other features. Which of the following evaluation metric would you choose in that case? Explain the metric used.**

1. **Mean Square Error**
2. **Accuracy**
3. **F1 Score**

**Solution: Mean Square Error**

The number of views of articles is the continuous target variable which fall under the regression problem. So, mean squared error will be used as an evaluation metrics.

Mean Square Error is an absolute measure of the goodness for the fit.
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* MSE is calculated by the sum of square of prediction error which is real output minus predicted output and then divide by the number of data points.
* It gives you an absolute number on how much your predicted results deviate from the actual number.
* You cannot interpret many insights from one single result but it gives you a real number to compare against other model results and help you select the best regression model.

Q: **You are working with categorical feature(s) and you have not looked at the distribution of the categorical variable in the test data. You want to apply one hot encoding (OHE) on the categorical feature(s). What challenges you may face if you have applied OHE on a categorical variable of train dataset?**

* All categories of categorical variable are not present in the test dataset.
* Frequency distribution of categories is different in train as compared to the test dataset.

The OHE will fail to encode the categories which is present in test but not in train so it could be one of the main challenges while applying OHE. The challenge given in option B is also true you need to more careful while applying OHE if frequency distribution doesn’t same in train and test.

Q: **You’ve built a Decision tree model for a given dataset. You got delighted after getting training accuracy as 99%. But, the testing accuracy is 68%. What is the problem in this scenario? Explain how you can avoid it.**

**Answer:** The model has overfitted. Training accuracy of 99% means the classifier has mimicked the training data patterns to an extent, that they are not available in the unseen data. Hence, when this classifier was run on unseen sample, it couldn’t find those patterns and returned prediction with higher error. In random forest, it happens when we use larger number of trees than necessary. Hence, to avoid these situations, we should tune number of trees using cross validation.

Q:  **We know that one hot encoding increasing the dimensionality of a data set. But, label encoding doesn’t. How?**

**Answer:** Using one hot encoding, the dimensionality (a.k.a features) in a data set get increased because it creates a new variable for each level present in categorical variables. For example: let’s say we have a variable ‘color’. The variable has 3 levels namely Red, Blue and Green. One hot encoding ‘color’ variable will generate three new variables as Color.Red, Color.Blue and Color.Green containing 0 and 1 value.

In label encoding, the levels of a categorical variables gets encoded as 0 and 1, so no new variable is created. Label encoding is majorly used for binary variables.

Q: **What do you understand by Type I vs Type II error ?**

**Answer:** Type I error is committed when the null hypothesis is true and we reject it, also known as a ‘False Positive’. Type II error is committed when the null hypothesis is false and we accept it, also known as ‘False Negative’.

In the context of confusion matrix, we can say Type I error occurs when we classify a value as positive (1) when it is actually negative (0). Type II error occurs when we classify a value as negative (0) when it is actually positive(1).

Q: **A linear regression model is generally evaluated using MSE or Adjusted R². How would you evaluate a logistic regression model?**

**Answer:** Since logistic regression is used to predict probabilities, we can use AUC-ROC curve along with confusion matrix to determine its performance. **Explanation of AUC-ROC.**

**Q: Explain dimensionality reduction, where it’s used, and its benefits?**

Dimensionality reduction is the process of reducing the number of feature variables under consideration by obtaining a set of principal variables which are basically the important features. Importance of a feature depends on how much the feature variable contributes to the information representation of the data and depends on which technique you decide to use. Deciding which technique to use comes down to trial-and-error and preference. It’s common to start with a linear technique and move to non-linear techniques when results suggest inadequate fit. Benefits of dimensionality reduction for a data set may be:

* Reduce the storage space needed.
* Speed up computation (for example in machine learning algorithms), less dimensions mean less computing, also less dimensions can allow usage of algorithms unfit for a large number of dimensions.
* Remove redundant features, for example no point in storing a terrain’s size in both sq meters and sq miles (maybe data gathering was flawed).
* Reducing a data’s dimension to 2D or 3D may allow us to plot and visualize it, maybe observe patterns, give us insights.
* Too many features or too complex a model can lead to overfitting.

**Q: Explain over- and under-fitting and how to combat them?**

**Q: Why is ReLU better and more often used than Sigmoid in Neural Networks?**

**Q: What is the curse of dimensionality? List some ways to deal with it?**

The curse of dimensionality is when the training data has a high feature count, but the dataset does not have enough samples for a model to learn correctly from so many features. For example, a training dataset of 100 samples with 100 features will be very hard to learn from because the model will find random relations between the features and the target. However, if we had a dataset of 100k samples with 100 features, the model could probably learn the correct relationships between the features and the target.

There are different options to fight the curse of dimensionality:

* **Feature selection.** Instead of using all the features, we can train on a smaller subset of features.
* **Dimensionality reduction.** There are many techniques that allow to reduce the dimensionality of the features. Principal component analysis (PCA) and using autoencoders are examples of dimensionality reduction techniques.
* **L1 regularization.** Because it produces sparse parameters, L1 helps to deal with high-dimensionality input.
* **Feature engineering.** It’s possible to create new features that sum up multiple existing features. For example, we can get statistics such as the mean or median.

**Q:** **Why do we need a validation set and test set? What is the difference between them?**

When training a model, we divide the available data into three separate sets:

* The training dataset is used for fitting the model’s parameters. However, the accuracy that we achieve on the training set is not reliable for predicting if the model will be accurate on new samples.
* The validation dataset is used to measure how well the model does on examples that weren’t part of the training dataset. The metrics computed on the validation data can be used to tune the hyperparameters of the model. However, every time we evaluate the validation data and we make decisions based on those scores, we are leaking information from the validation data into our model. The more evaluations, the more information is leaked. So we can end up overfitting to the validation data, and once again the validation score won’t be reliable for predicting the behavior of the model in the real world.
* The test dataset is used to measure how well the model does on previously unseen examples. It should only be used once we have tuned the parameters using the validation set.

So if we omit the test set and only use a validation set, the validation score won’t be a good estimate of the generalization of the model.

**Q:** **Explain the differences between supervised, unsupervised, and reinforcement learning?**

**Q: What is an imbalanced dataset? list the ways to deal with it?**

**Q: What is regularization? Give some examples of regularization techniques?**

Regularization is any technique that aims to improve the validation score, sometimes at the cost of reducing the training score. Some regularization techniques:

* L1 tries to minimize the absolute value of the parameters of the model. It produces sparse parameters.
* L2 tries to minimize the square value of the parameters of the model. It produces parameters with small values.
* Dropout is a technique applied to neural networks that randomly sets some of the neurons’ outputs to zero during training. This forces the network to learn better representations of the data by preventing complex interactions between the neurons: Each neuron needs to learn useful features.
* Early stopping will stop training when the validation score stops improving, even when the training score may be improving. This prevents overfitting on the training dataset.

#### Q: You work as a machine learning specialist for a consulting firm where you analyze data about the consultants who work there in preparation for using the data in your machine learning models. The features you have in your data are things like employee id, specialty, practice, job description, billing hours, and principle. The principle attribute is represented as ‘yes’ or ‘no’, whether the consultant has made principle level or not. For your initial analysis, you need to identify the distribution of consultants and their billing hours for the given period. What visualization best describes this relationship?

**Ans: Histogram**

You are looking for a distribution of a single dimension: the consultants billing hours., “A histogram is an accurate representation of the distribution of numerical data. It is an estimate of the probability distribution of a continuous variable.” The continuous variable in this question: the billing hours, binned into ranges (x-axis), at a frequency: the number of consultants at a billing hour range (y-axis).

#### Q: You work as a machine learning specialist for a state highway administration department. Your department is trying to use machine learning to help determine the make and model of cars as they pass a camera on the state highways. You need to build a machine learning model to accomplish this problem. Which modeling approach best fits your problem?

**A.** Multi-Class Classification  
**B.** Simulation-based Reinforcement Learning  
**C.** Binary Classification  
**D.** Heuristic Approach

**Correct Answer: A**

**Explanation**

**Option A is correct**. Multi-Class Classification is used when your model needs to choose from a finite set of outcomes, such as this car make and model classification image recognition problem.

#### Q:You work for the security department of your firm. As part of securing your firm’s email activity from phishing attacks, you need to build a machine learning model that analyzes incoming email text to find word phrases like “you’re a winner” or “click here now” to find potential phishing emails.  Which text feature engineering technique is the best solution for this task? ****Ans:**** N-Gram

The N-Gram natural language processing algorithm is used to find multi-word phrases in the text, in this case, an email. This suits your phishing detection task since you are trying to classify an email as a phishing attack by having your model learn based on the presence of multi-word phrases. Further explanation….

#### Q: You work for a company that performs seismic research for client firms that drill for petroleum. As a machine learning specialist, you have built a series of models that classify seismic waves to determine the seismic profile of a proposed drilling site. You need to select the best model to use in production. Which metric should you use to compare and evaluate your machine learning classification models against each other?

**Ans.** Area Under the ROC Curve (AUC)

The area under the Receiver Operating Characteristic (ROC) curve is the most commonly used metric to compare classification models. Explanation….

**Q: Suppose you are using a Linear SVM classifier with 2 class classification problem. Now you have been given the following data in which some points are circled red that are representing support vectors.**
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1. If you remove the following any one red points from the data. Does the decision boundary will change?
2. If you remove the non-red circled points from the data, the decision boundary will change?

Justify your answers

**Ans:**

1) These three examples are positioned such that removing any one of them introduces slack in the constraints. So the decision boundary would completely change.

2) rest of the points in the data won’t affect the decision boundary much.